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## Logical background and preliminaries

Let us recall the standard definition of Cauchy convergence

$$
P:=\forall \varepsilon \in \mathbb{Q}+\exists N \in \mathbb{N} \forall n \in \mathbb{N}\left(n \geq N \Longrightarrow\left|a_{i}-a_{j}\right| \leq \varepsilon\right)
$$

A natural question to ask is, from a proof of $P$ can one find a
computable function $f: \mathbb{Q} \rightarrow \mathbb{N}$ such that

$$
V \varepsilon \in \mathbb{O}+V n \in \mathbb{N}\left(n \geq f(\varepsilon) \Longrightarrow\left|a_{i}-a_{j}\right| \leq \varepsilon\right)
$$

Specker showed this was not always possible, through his famous construction of a bounded monotone sequence of rational numbers converging to a non-computable number [Spe49].
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If $\left\{a_{n}\right\}$ is a monotone sequence and $a \in \mathbb{Q}_{+}$is such that, for all $n$, $\left|a_{n}\right| \leq a$ then, one can show that
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A simple case of a big analysis (jww Thomas Powell)

## Recursive inequalities: A simple example

Convergence results about sequences of real numbers satisfying recursive inequalities play a big role in analysis.

> Suppose $(M, d)$ is a metric space and $T: M \rightarrow M$ is a contraction mapping with constant $c \in[0,1)$, that is,

$$
d(T x, T y) \leq c d(x, y) \forall x, y \in M
$$

If $x^{*}$ a fixed point of $T$, the distance $\mu_{n}:=d\left(T^{n} x_{0}, x^{*}\right)$ satisfies

$$
\mu_{n+1} \leq c \mu_{n}
$$

and thus converges to 0 .
Furthermore, one can show that real numbers satisfying this recursive inequality converge to 0 with a rate given by
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\mu_{n+1} \leq c \mu_{n}
$$

and thus converges to 0 .
Furthermore, one can show that real numbers satisfying this recursive inequality converge to 0 with a rate given by

$$
f(\varepsilon)=\left\lceil\log _{c}\left(\frac{\varepsilon}{\mu_{0}}\right)\right\rceil
$$

## Recursive inequalities: A more involved example

Suppose $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a convex, smooth function.
Consider the usual steepest descent algorithm defined by

$$
x_{n+1}=x_{n}-\alpha_{n} \nabla f\left(x_{n}\right)
$$

for some initial $x_{0}$, where the step sizes $\left\{\alpha_{n}\right\}$ satisfy


It is a classic result that $f\left(x_{n}\right) \rightarrow f\left(x^{*}\right)$, with $f$ attaining its minimum value at $x^{*}$.
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\end{gathered}
$$

is done by setting $\beta_{n}=f\left(x_{n}\right)-f\left(x^{*}\right)$ and showing (through tedious calculations)

$$
\begin{aligned}
& \sum_{n=1}^{\infty} \alpha_{n} \beta_{n}<\infty \\
& \beta_{n}-\beta_{n+1} \leq \theta \alpha_{n} \text { for all } n \in \mathbb{N}
\end{aligned}
$$

for some $\theta>0$.

## A result about real numbers

## Theorem (cf. Proposition 2 of [AIS98])

Suppose that $\left\{\alpha_{n}\right\}$ and $\left\{\beta_{n}\right\}$ are sequences ofnonnegative real numbers with $\sum_{i=0}^{\infty} \alpha_{i}=\infty$ and $\sum_{i=0}^{\infty} \alpha_{i} \beta_{i}<\infty$. Then whenever there exists $\theta>0$ such that the following condition holds:

$$
\beta_{n}-\beta_{n+1} \leq \theta \alpha_{n} \text { for all } n \in \mathbb{N}
$$

then $\beta_{n} \rightarrow 0$.

## Ineffectiveness of this result

## Theorem (cf. Theorem 3.6 of [NP22])

For any sequence of non-negative rationals $\left\{\alpha_{n}\right\}$ with $\sum_{i=0}^{\infty} \alpha_{i}=\infty$ and rational $\theta>0$, there exist sequences of positive rationals $\left\{\beta_{n}\right\}$, computable in $\left\{\alpha_{n}\right\}$ and $\theta$ and satisfying

$$
\beta_{n}-\beta_{n+1} \leq \theta \alpha_{n}
$$

and $\sum_{i=0}^{\infty} \alpha_{i} \beta_{i}<C$, for some rational $C$, such that $\beta_{n} \rightarrow 0$, but without a computable rate of convergence.

## Mathematicians care about rates...

In [AIS98], this recursive inequality is used to prove the convergences of a general gradient descent algorithm for a general class of non-smooth functions on a Hilbert space.
As in the finite-dimensional smooth case, they are able to show, by setting $\beta_{n}=f\left(x_{n}\right)-f\left(x^{*}\right)$ again,
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## ...but can't always find them

Furthermore, they calculate a rate of convergence for a subsequence of $\beta_{n}$ but admit defeat in finding a general rate of convergence.

> This result does not give any information on the asymptotic behavior of $\left\{f\left(x_{n}\right)\right\}$ outside the subsequence $\left\{x_{l_{n}}\right\}[\ldots]$

Thus, we are able to give a logical explanation why they were unable to do this from their proof method. In particular, in establishing $\sum_{n=1}^{\infty} \alpha_{n} \beta_{n}<\infty$ they only give a bound, and we have shown that this is not enough. However ...
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## Quantative analysis

One can show that if one has a rate of convergence for $\sum_{n=1}^{\infty} \alpha_{n} \beta_{n}$ (which is a very strong condition), one can obtain a rate of convergence for $\beta_{n} \rightarrow 0$. On the other hand, if we only have a bound for this sum, we can obtain a rate of metastability.

Theorem (cf. Corollary 3.J1 of [NP22])
Suppose $r$ is a rate of divergence for $\sum_{i=0}^{\infty} \alpha_{i}=\infty$
(a) If $\sum_{i=0}^{\infty} \alpha_{i} \beta_{i}<\infty$ with rate of convergence $\phi$, then $\beta_{n} \rightarrow 0$ with rate
of convergence

(b) If $\sum_{i=0}^{\infty} \alpha_{i} \beta_{i}<\infty$ with rate of metastability $\Phi$, then $\beta_{n} \rightarrow 0$ with rate
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One can show that if one has a rate of convergence for $\sum_{n=1}^{\infty} \alpha_{n} \beta_{n}$ (which is a very strong condition), one can obtain a rate of convergence for $\beta_{n} \rightarrow 0$. On the other hand, if we only have a bound for this sum, we can obtain a rate of metastability.

## Theorem (cf. Corollary 3.11 of [NP22])

Suppose $r$ is a rate of divergence for $\sum_{i=0}^{\infty} \alpha_{i}=\infty$
(a) If $\sum_{i=0}^{\infty} \alpha_{i} \beta_{i}<\infty$ with rate of convergence $\phi$, then $\beta_{n} \rightarrow 0$ with rate of convergence

$$
\psi(\varepsilon):=\phi\left(\frac{\varepsilon^{2}}{4 \theta}\right)
$$

(b) If $\sum_{i=0}^{\infty} \alpha_{i} \beta_{i}<\infty$ with rate of metastability $\Phi$, then $\beta_{n} \rightarrow 0$ with rate of metastability

$$
\Psi(\varepsilon, g):=\Phi\left(\frac{\varepsilon^{2}}{4 \theta}, h\right) \text { for } h(n):=r\left(n+g(n), \frac{\varepsilon}{2 \theta}\right)-n
$$

## A brief summary of [NP22]

We underwent a deep study of the general recursive inequality,
$\left\{\mu_{n}\right\},\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\}$ and $\left\{\gamma_{n}\right\}$ are sequences of nonnegative reals satisfying

$$
\mu_{n+1} \leq \mu_{n}-\alpha_{n} \beta_{n}+\gamma_{n}
$$

where $\sum_{i=0}^{\infty} \alpha_{i}=\infty$ and either:
(1) $\sum_{i=0}^{\infty} \gamma_{i}<\infty$
(2) $\gamma_{n} / \alpha_{n} \rightarrow 0$ as $n \rightarrow \infty$.

Note that from the above recursive inequality, all we can deduce is that $\left\{\mu_{n}\right\}$ converges and a subsequence of $\left\{\beta_{n}\right\}$ converges to 0 .
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algorithm generalising the work done in [AIS98] as well as quantitative results for this algorithm. Furthermore, we are able to demonstrate how our work arises in further applications such
as in the study of asymptotically weakly contractive mappings
and accretive operator theory.
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## Probabilistic convergence

## Computable Probabilistic Convergence

If $\left\{Y_{n}\right\}$ is a sequence of random variables, then $Y_{n}$ converges almost surely (a.s) simply means,

$$
\mathbb{P}\left(\left\{\omega \in \Omega: Y_{n}(\omega) \text { converges }\right\}\right)=1
$$

It is clear that there is no direct computational interpretation that can be given to this definition, however, one can show that it is equivalent to almost sure uniform (a.s.u) convergence

This result is known as Egorov's theorem. The definition of a.s.u convergence can be given a direct computational interpretation. We call a solution to the computational interpretation a rate of almost sure convergence and such rates have been studied in [ADR12].

## Computable Probabilistic Convergence

If $\left\{Y_{n}\right\}$ is a sequence of random variables, then $Y_{n}$ converges almost surely (a.s) simply means,

$$
\mathbb{P}\left(\left\{\omega \in \Omega: Y_{n}(\omega) \text { converges }\right\}\right)=1
$$

It is clear that there is no direct computational interpretation that can be given to this definition, however, one can show that it is equivalent to almost sure uniform (a.s.u) convergence
$\forall \lambda_{1}, \lambda_{2} \in \mathbb{Q}^{+} \exists N \in \mathbb{N} \mathbb{P}\left(\left\{\omega \in \Omega: \forall m \geq N\left|Y_{m}(\omega)-Y_{N}(\omega)\right| \leq \lambda_{1}\right\}\right)>1-\lambda_{2}$
This result is known as Egorov's theorem. The definition of a.s.u convergence can be given a direct computational interpretation. We call a solution to the computational interpretation a rate of almost sure convergence and such rates have been studied in [ADR12].

## Computable Probabilistic Convergence

Furthermore, we can also obtain a metastable notion of almost sure uniform convergence

$$
\begin{aligned}
& \forall \lambda_{1}, \lambda_{2} \in \mathbb{Q}^{+} \forall K: \mathbb{N} \rightarrow \mathbb{N} \exists N \\
& \mathbb{P}\left(\left\{\omega \in \Omega: \forall m \in[N, K(N)]\left|Y_{m}(\omega)-Y_{N}(\omega)\right| \leq \lambda_{1}\right\}\right)>1-\lambda_{2}
\end{aligned}
$$

This notion of probabilistic convergence was first studied by Avigad et al. [ADR12; AGT10], with explicit rates being extracted for the pointwise ergodic theorem and a computational version of Egorov's theorem.

## Large deviations in the strong law of large numbers

Suppose $X_{1}, X_{2}, \ldots$ are independent identically distributed (iid) real-valued random variables with $\mathbb{E}\left(X_{n}\right)=0$ and $\mathbb{E}\left(\left|X_{n}\right|\right)<\infty$ for all $n$. Define $S_{n}=\sum_{i=1}^{n} X_{i}$. The strong law of large numbers states that,

$$
\frac{S_{n}}{n} \rightarrow 0
$$

almost surely.

## What has been done?

- The quantitative content of this theorem has been studied extensively in the probability literature, see [Sie75; Fil83; Luz18] for examples.
- The computability theory and the constructive nature of a popular proof of this result given in [Ete81] has been studied in [Gác10].


## What has been done?

- The quantitative content of this theorem has been studied extensively in the probability literature, see [Sie75; Fil83; Luz18] for examples.
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## Kolmogorov's strong law of large numbers

Dropping the identical distribution assumption means we must include additional assumptions to ensure that we can conclude $\frac{S_{n}}{n} \rightarrow 0$ almost surely.

Theorem (Kolmogorov's strong law of large numbers) If $\left\{X_{n}\right\}$ are independent and

$$
\sum_{n=1}^{\infty} \frac{\operatorname{Var}\left(X_{n}\right)}{n^{2}}<\infty
$$

then $\frac{S_{n}}{n} \rightarrow 0$ almost surely

## Proof of Kolmogorov's strong law of large numbers

The 'standard' proof of this theorem is as follows:
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$$
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## Metastable Kronecker's lemma

Suppose $\sum_{i=1}^{\infty} \frac{x_{i}}{i}$ converges with rate of metastability $\Phi$. Then $\frac{1}{n} \sum_{i=1}^{n} x_{i}$ converges to 0 with rate of metastability

$$
\kappa_{\Phi,\left\{z_{n}\right\}}(\varepsilon, g)=\max _{n \leq \Phi\left(\frac{\varepsilon}{4}, h_{\varepsilon, g}\right)} \max \left\{n,\left\lceil\frac{4 n\left|z_{n}\right|}{\varepsilon}\right\rceil\right\}
$$

Where,

$$
h_{\varepsilon, g}(n)=g\left(\max \left\{n,\left\lceil\frac{4 n\left|z_{n}\right|}{\varepsilon}\right\rceil\right\}\right)
$$

and $\left\{z_{n}\right\}$ is any sequence such that $\left|\sum_{i=1}^{n} \frac{x_{i}}{i}\right| \leq\left|z_{n}\right|$ for all $n$.

## How does this help?

Intuitively, Markov's inequality tells us that, for all $\varepsilon>0$

$$
\mathbb{P}\left(\left\{\omega \in \Omega:\left|\sum_{k=1}^{n} \frac{X_{k}(\omega)}{k}\right|<\frac{\mathbb{E}\left(\left|\sum_{k=1}^{n} \frac{X_{k}}{k}\right|\right)}{\varepsilon}\right\}\right)>1-\varepsilon
$$

Thus taking

and using our metastable Kronecker's lemma, allows us to obtain a rate for

for each $\omega$ in as big a proportion of the elements in the sample space as we want. This type of thinking allows us to get rates for the probabilistic analogue of Kronecker's lemma, which in turn gives us rates for Kolmogorov's strong law of large numberers.
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$$

Thus taking

$$
z_{n}=\frac{\mathbb{E}\left(\left|\sum_{k=1}^{n} \frac{X_{k}}{k}\right|\right)}{\varepsilon}
$$

and using our metastable Kronecker's lemma, allows us to obtain a rate for

$$
\frac{1}{n} \sum_{k=1}^{n} X_{k}(\omega) \rightarrow 0
$$

for each $\omega$ in as big a proportion of the elements in the sample space as we want. This type of thinking allows us to get rates for the probabilistic analogue of Kronecker's lemma, which in turn gives us rates for Kolmogorov's strong law of large numbers.

## Thinking in approximates is helpful

This type of thinking is very common when doing proof mining or when trying to obtain constructive proofs of results in maths, in the style of Bishop [BB12] for example. Going back to Kreisel [Kre52], where he explained how one could obtain bounds for Littlewood's theorem,
"Concerning the bound ... note that it is to be expected from our principle, since if the conclusion ... holds when the Riemann hypothesis is true, it should also hold when the Riemann hypothesis is nearly true: not all zeros need lie on $\sigma=\frac{1}{2}$, but only those whose imaginary part lies below a certain bound ... and they need not lie on the line $\sigma=\frac{1}{2}$, but near it"
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## Large deviations in the strong law of large numbers

The quantitative content of the strong law of large numbers has been studied in the probability literature in the form of describing the asymptotics of $P_{n, \varepsilon}$, under different assumptions on the iid random variables $\left\{X_{n}\right\}$.

For example:

- In [Sie75; Fil83], $P_{n, \varepsilon}$ is calculated up to asymptotic equivalence
to simple functions. Furthermore, the bounds obtained heavily
depend on the distribution of the random variables and very
strong assumptions on the random variables are given.
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There are various strong laws of large number results, where the random variables are not assumed to be identically distributed and the independence condition is reduced.
A large class of these results([Pet69; CG92; KP10; CS16] for example) follow a similar proof strategy which can be summarized as the following general theorem :


## An observation

There are various strong laws of large number results, where the random variables are not assumed to be identically distributed and the independence condition is reduced.

A large class of these results([Pet69; CG92; KP1O; CS16] for example) follow a similar proof strategy which can be summarized as the following general theorem :

## Theorem

let $\left\{X_{n}\right\}$ be a sequence of nonnegative random variables with respective means $\left\{\mu_{n}\right\}$. Assume $\forall n \frac{1}{n} \sum_{i=1}^{n} \mu_{i} \leq W$, for some $W>0$. Let $z_{n}=\sum_{i=1}^{n} \mu_{i}$. Suppose for each $\varepsilon, \delta>0, \alpha>1$ and $0 \leq s \leq L_{\delta}$

$$
\sum_{n=1}^{\infty} \mathbb{P}\left(\left|\frac{1}{k_{s, \delta, \alpha}^{ \pm}(n)} S_{k_{s, \delta, \alpha}^{ \pm}(n)}-\frac{1}{k_{s, \delta, \alpha}^{ \pm}(n)} z_{k_{s, \delta, \alpha}^{ \pm}(n)}\right|>\varepsilon\right)<\infty
$$

Then, $\frac{1}{n} S_{n}-\frac{1}{n} z_{n}$ converges to $O$ almost surely.

## A quantitative observation

One can obtain the following quantitative version of this theorem.

## Theorem

Suppose
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\sum_{n=1}^{\infty} \mathbb{P}\left(\left|\frac{1}{k_{s, \delta, \alpha}^{ \pm}(n)} S_{k_{s, \delta, \alpha}^{ \pm}(n)}-\frac{1}{k_{s, \delta, \alpha}^{ \pm}(n)} z_{k_{s, \delta, \alpha}^{ \pm}(n)}\right|>\varepsilon\right)<\infty
$$

and converges to its limit with rate of convergence $\Lambda_{\varepsilon, \delta, \alpha}: \mathbb{R} \rightarrow \mathbb{R}$, independent ofs. Then, $P_{n, \varepsilon}^{*}=\mathbb{P}\left(\sup _{m \geq n}\left|\frac{1}{m} S_{m}-\frac{1}{m} z_{m}\right|>\varepsilon\right)$ converges to 0 with rate of convergence given by $\Phi_{\varepsilon, \Lambda}(\lambda)=\alpha^{\Lambda \frac{\varepsilon}{3 \alpha}, \frac{\varepsilon}{3}, \alpha\left(\frac{\lambda}{2}\right)}$, where $\alpha=1+\frac{\varepsilon}{3 W}$

## Not all mathematicians think constructively!

The way this proof strategy is used in practice is noneffective.
A bound is calculated for the sum, then the monotone convergence theorem is used to obtain a rate of convergence.

Calculating rates of convergences directly does not trivially follow from a proof that the sum is bounded and new ideas must be introduced to the proof.
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The way this proof strategy is used in practice is noneffective.
A bound is calculated for the sum, then the monotone convergence theorem is used to obtain a rate of convergence.

Calculating rates of convergences directly does not trivially follow from a proof that the sum is bounded and new ideas must be introduced to the proof.

## Improving known rates

In [Luz18], it is shown that if $\left\{X_{n}\right\}$ is a sequence of pairwise independent, identically distributed random variables with $\mathbb{E}\left(X_{1}\right)=0, \operatorname{Var}\left(X_{1}\right)=\sigma^{2}<\infty$ and $\mathbb{E}\left(\left|X_{1}\right|\right)=\tau<\infty$ then for all $\beta>1$

$$
P_{n, \varepsilon}=\mathbb{P}\left(\left\{\omega \in \Omega: \sup _{m \geq n}\left|\frac{S_{m}}{m}\right|>\varepsilon\right\}\right)=O\left(\frac{\log (n)^{\beta-1}}{n}\right)
$$

Using our quantitative general theorem we can get, for fixed $\varepsilon>0 \forall \lambda>0$ and $\forall n \geq \Phi(\lambda)$
where, $\Phi(\lambda)=\frac{36 \alpha^{2} \sigma^{2}}{\lambda \varepsilon^{2}(\alpha-1)}$, with $\alpha=1+\frac{2 \varepsilon}{3 \tau}$. Which implies
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## Improving known rates

In [Luz18], it is shown that if $\left\{X_{n}\right\}$ is a sequence of pairwise independent, identically distributed random variables with $\mathbb{E}\left(X_{1}\right)=0, \operatorname{Var}\left(X_{1}\right)=\sigma^{2}<\infty$ and $\mathbb{E}\left(\left|X_{1}\right|\right)=\tau<\infty$ then for all $\beta>1$

$$
P_{n, \varepsilon}=\mathbb{P}\left(\left\{\omega \in \Omega: \sup _{m \geq n}\left|\frac{S_{m}}{m}\right|>\varepsilon\right\}\right)=O\left(\frac{\log (n)^{\beta-1}}{n}\right)
$$

Using our quantitative general theorem we can get, for fixed $\varepsilon>0 \forall \lambda>0$ and $\forall n \geq \Phi(\lambda)$

$$
P_{n, \varepsilon} \leq \lambda
$$

where, $\Phi(\lambda)=\frac{36 \alpha^{2} \sigma^{2}}{\lambda \varepsilon^{2}(\alpha-1)}$, with $\alpha=1+\frac{2 \varepsilon}{3 \tau}$. Which implies

$$
P_{n, \varepsilon}=O\left(\frac{1}{n}\right)
$$

## Linear bounds are optimal

For every $\delta>0$, we can obtain a sequence of pairwise iid random variables with mean 0 , finite first moment and finite variance, such that,

$$
\mathbb{P}\left(\sup _{m \geq n}\left|\frac{1}{m} S_{m}\right|>\varepsilon\right) \geq \frac{\omega}{n^{1+\delta}}
$$

for some $\omega>0$.
Our construction, however, does not rule out the possibility that $\mathbb{P}\left(\sup _{m \geq n}\left|\frac{1}{m} S_{m}\right|>\varepsilon\right)=O\left(\frac{1}{n \log (n)}\right)$, for example.
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- We spoke about the role recursive inequalities play in establishing the convergence of algorithms all over mathematics.
- We then spoke about how looking at probabilistic convergence theorems is a fruitful area of potential proof mining.
- We can bring these two ideas together. It turns out that recursive inequalities are used to establish the convergence of stochastic algorithms, see [FG22]. The most famous of these is the Robbins-Siegmund theorem.
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## Robbins-Siegmund 1971

## Theorem

Let $\left\{\mathcal{F}_{n}\right\}$ be a filtration on a probability space and $\left\{X_{n}\right\},\left\{a_{n}\right\},\left\{b_{n}\right\},\left\{c_{n}\right\}$ be sequences of nonnegative $\mathcal{F}_{n}$-measurable random variables satisfying:

$$
\begin{aligned}
& \mathbb{E}\left(X_{n+1} \mid \mathcal{F}_{n}\right) \leq X_{n}\left(1+b_{n}\right)+a_{n}-c_{n} \text { almost surely } \\
& \sum_{n=1}^{\infty} a_{n}<\infty \text { almost surely } \\
& \sum_{n=1}^{\infty} b_{n}<\infty \text { almost surely }
\end{aligned}
$$

Then $\left\{X_{n}\right\}$ converges almost surely and $\sum_{n=1}^{\infty} c_{n}<\infty$ almost surely
Giving this theorem a computational interpretation could result in many applications in stochastic optimisation and stochastic approximation theory.

## Thoughts for the future

In parallel with H. Cheval [https://github.com/hcheval] and A. Koutsoukou-Argyraki, Thomas Powell and I [https://github.com/Kejineri/Proof-mining-] have been formalising aspects of applied proof theory in lean.

## Why is formalisation useful?

Why is having a comprehensive library on quantitative convergence results for sequences of real numbers satisfying recursive inequalities useful?

- Many Results in many areas of maths such as non-linear analysis, numerical analysis and convex optimization reduce lemmas on recursive inequalities. Thus, Such a library will allow further formalization work to be done.


## Why is formalisation useful?

Why is having a comprehensive library on quantitative convergence results for sequences of real numbers satisfying recursive inequalities useful?

- Many Results in many areas of maths such as non-linear analysis, numerical analysis and convex optimization reduce lemmas on recursive inequalities. Thus, Such a library will allow further formalization work to be done.
- In say, an optimization algorithm, reducing $\left\|f\left(x_{n}\right)-f\left(x^{*}\right)\right\|$ to
some recursive inequality is unusually some routine manipulation of properties of the mapping, algorithm and space it is acting on. One could therefore try to develop algorithms for automating this procedure.


## Why is formalisation useful?

Why is having a comprehensive library on quantitative convergence results for sequences of real numbers satisfying recursive inequalities useful?

- Many Results in many areas of maths such as non-linear analysis, numerical analysis and convex optimization reduce lemmas on recursive inequalities. Thus, Such a library will allow further formalization work to be done.
- In say, an optimization algorithm, reducing $\left\|f\left(x_{n}\right)-f\left(x^{*}\right)\right\|$ to some recursive inequality is unusually some routine manipulation of properties of the mapping, algorithm and space it is acting on. One could therefore try to develop algorithms for automating this procedure.


## Examples of formalization

This is the example of a sequence of computable numbers that converge to 0 without a computable rate of convergence.


```
@[reducible]
def s (\alpha: nnseqQ): N -> Q :=
n, if h: \exists m : N, s_prop n m then \alpha.1 (nat.find h) else 0
```

def $s \_p r o p(n: N): N \rightarrow \operatorname{Prop}:=(\lambda(\mathrm{m}: N)$,
$m \leq n \wedge$
$\left(\exists(x: N), ~ e v a l n n\left(o f \_n a t \_c o d e ~ m\right) ~ \theta=s o m e ~ x\right) \wedge$
$\forall(l: N), l<n \rightarrow \forall(w: N), ~ \neg e v a l n \quad l$ (of_nat_code $m$ ) $0=$ some w)

## Theorem ([Kohlenbach and Powell., 2020])

Lemma 3.4. Let $\left(\theta_{n}\right)$ and $\left(\alpha_{n}\right)$ be sequences of nonnegative reals such that $\sum_{i=0}^{\infty} \alpha_{i}$ diverges, and suppose that for any $\varepsilon>0$ there exist some $\delta>0$ and $N \in \mathbb{N}$ such that

$$
\text { (*) } \forall n \geq N\left(\varepsilon<\theta_{n+1} \rightarrow \theta_{n+1} \leq \theta_{n}-\alpha_{n} \cdot \delta\right) \text {. }
$$

Then $\theta_{n} \rightarrow 0$ as $n \rightarrow \infty$. Moreover, if:
(i) $K \in(0, \infty)$ satisfies $\theta_{n}<K$ for all $n \in \mathbb{N}$,
(ii) $r: \mathbb{N} \times(0, \infty) \rightarrow \mathbb{N}$ is a rate of divergence for $\sum_{i=0}^{\infty} \alpha_{i}$,
(iii) $N:(0, \infty) \rightarrow \mathbb{N}$ and $\varphi:(0, \infty) \rightarrow(0, \infty)$ witness property (*) in the sense that for all $\varepsilon>0$ we have

$$
\forall n \geq N(\varepsilon)\left(\varepsilon<\theta_{n+1} \rightarrow \theta_{n+1} \leq \theta_{n}-\alpha_{n} \cdot \varphi(\varepsilon)\right),
$$

then $\Psi_{K, r, N, \varphi}(\varepsilon):=r(N(\varepsilon), K / \varphi(\varepsilon))+1$ is a rate of convergence for $\left(\theta_{n}\right)$.

## Examples of formalization

```
lemma abstract_lemma1 (0: nnseq )(\alpha: nnseq)(K: {x: R // x > 0}) (r:N N {x: R // x > 0} -> N )
(N:{x:R // x>0} ->N ) (\phi:{x:R // x>0} ->{x:R // x > 0 })
(h1 : }\forall(\textrm{n}:N),(0.1 n)<K) (h2: RoD r \alpha)
(h3: \forall\varepsilon: {x:R // x>0 }, \forall n\geqN(\varepsilon), (\varepsilon:R)<0.1 (n+1) -> 0.1 (n+1)\leq0.1 n - (\alpha.1 n)*\phi(\varepsilon)):
RoC (\lambda \varepsilon : {x: R // x > 0}, (r (N \varepsilon) (K/(\phi \varepsilon), div pos K.2 (\phi \varepsilon).2 )+1)) 0 :=
```


## Thank you!
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